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What is Woot Math?
Adaptive instructional software

Goal is to enable all students to master fractions and 
related concepts 

Research-backed with proven efficacy

Hands-on, interactive mathematical models

Engages students, builds confidence, 
helps them make deep connections in mathematics

Boulder startup, founded 2013; funding from the NSF, 
the US Dept. of Ed, and Foundry Group (VC) 
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– The Wall Street Journal,  “New Approaches to Teaching Fractions,”
   September 2013 
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National tests show nearly 
half of eighth-graders aren't 
able to put three fractions in 

order by size. 

“
”



– Bridging the gap: Fraction understanding is central to mathematics  
   achievement in students from three different continents.
   Torbeyns, Schneider, Xin, and Siegler, 2015
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Understanding fractions is 
crucial for mathematics learning…
It is also predictive for students’ 

mathematical achievement 
years later. 

“
”
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DEMO
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Each Book has an ordered, main sequence of Lessons 

Just-in-time
help

which may get 
adaptively 
augmented Supplementary 

lessons

Content is 
organized into 
“Books.” 

Books are units 
of study. 
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Lessons are 
labeled with 
identifiers 
referencing the 
Common Core 
State Standards

“4.NF.3.a”
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Woot Math Dataset
De-identified anonymous data (private, access under NDA)

~1M Student Sessions from 2016-17 school year

~50k students from grades 3-6 

Labels include Math Standards, Difficulty, Lesson, Unit

Structured canvas analysis, correctness, time spent, screen-shot at 
submission, student histories
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Knowledge Tracing
The training data consists of a sequence student interactions, each with
an expert assigned task label and a representation of whether the task was 
answered correctly.
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Knowledge Tracing (ii)
We want the network to learn the probability of a student correctly answering  
a new task conditioned on the task label(s) for the new task and the vector of 
prior interactions.
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Knowledge Tracing (iii)
Vanilla RNN & LSTM from Piech

One hot inputs will cluster (4-16 problems per label). 

It might be more interesting to focus on 
sequences that cross label-label boundaries, 
i.e., to condition the inputs such that:
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Other Ideas
What can we learn about latent variables from opening the box ?  I.e. “what 
internal representation has the network learned in carrying out the prediction 
task?” – Mike's lecture Recurrent Nets 1

Can we use performance data to learn something 
about a multi-factorial difficulty (e.g. complexity ⊗
difficulty)?

Can we leverage structured response data in a way 
that improves the predictive models? 
(E.g., do students who build models have a higher 
probability of success?)
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