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Deriving OLS

e Common theme in data science:

o Build model
o Write error model
o Derive how to minimize error

* Practice for OLS (other models next week)
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Model and Objective

Model
Yi=bo+bixi+ e (1)
Error
e =Yi—bixi—by=¢; 2)
Objective
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Partial Derivatives

Intercept

ﬁ _ 0 2 i(yi—bo—b1x;)? _
oby d by N
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Partial Derivatives

Intercept

ot 33 (yi—by—byx;)?
¢ Zl(y 0 1X) :_ZZ(y

~

i

Introduction to Data Science Algorithms | Boyd-Graber and Paul Linear Regression | 4of1



Partial Derivatives

Intercept

o/ _ 3zi(yi—b0—b1xi)2 _
s T =—=2> (y—by—byx) (4

i

Slope

ot 02 (yi—bo—bix;)*
2 b d b N

Introduction to Data Science Algorithms |  Boyd-Graber and Paul Linear Regression | 4of1



Partial Derivatives

Intercept

~

ot _ aZi(YI_bO_b1Xi)2
3b0 - 5b0 - _ZZ(yi_bO_b‘IXf) (4

i

Slope

ot ¢ 2i(yi—bo—byx)?
7, B

= _ZZXI(Yi_bO_b1Xi) ()
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System of Equations with Two Unknowns

Solve for Intercept
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System of Equations with Two Unknowns

Solve for Intercept

0=—23 (yi—by—brx) ©®)
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System of Equations with Two Unknowns

Solve for Intercept

0=—-2 (yi—by—byx) (6)
0=> =D bo=b ) x (7)
(8)

Multiply by —3, distribute sum
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System of Equations with Two Unknowns

Solve for Intercept

=—2Z = bo— by ) ©)
0= Zy/ Zbo ble (7)
Nby = Zy, be, (8)

by is constant, so Z,-bo = Nby, move to LHS
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System of Equations with Two Unknowns

Solve for Intercept

:—22 —byx)) (6)
0= Zy/ Zbo ble (7)
Nbo = Zy, be, (8)

BB

Divide by N
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System of Equations with Two Unknowns

Solve for Intercept
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope
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System of Equations with Two Unknowns

Solve for Intercept

by =y —bix (6)
Solve for Slope
OZ—ZZXi(}’i—bo—b1Xi) (7)
i
(8)
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System of Equations with Two Unknowns

Solve for Intercept

bo =y —biXx (6)
Solve for Slope
0=—2> x(y;—bo—b1x) (7)
j
0= xyi—bo D xi=D by ®
i i i
©)

Multiply by —15, distribute sum and x;
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope

0=—2 x(yi—by—bix) )
i
O:ZXIYI_bOZXi_Zb1X,'2 (8)
i i i
by D XE= > Xiyi—bo > X (9)
i i

i

Move last term to RHS
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope

0=—2> x(yi—bp—byx) (7)
i
O:zxi}/i_bozxi_zb1x;2 (8)
i i i
b =D xiyi—bo D ©)
i i i

S-S5 (g

i
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Solve for Slope (continued)

b1ZX/2:ZXi}/i_ % — by % ZX/'
i i
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Solve for Slope (continued)

o3-S (3 (R

i

N
R

Multiplying out the last term
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Solve for Slope (continued)

N
b1Zx _leyl (Z y,Z X/)_b1((zl,-vxf)2)

] I

Move last term to LHS
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Solve for Slope (continued)

o3-S [Z2) o (B2

b1ZX —Zx,y, (Z,y,Z,x,) (¥)
mzx,ub((EN')) S 242)

(=5

i

by le +((Z/\;(’) )

I

lel

MDY x,)

Factor out by
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Solve for Slope (continued)

b1ZX —ley/
b1ZX,'2:ZXi}/i_
i i

by Zx,? + b ((Z;\IX’)Z) :inyl._

,Xi)z)

by lef+((z'T

1

5
(
(

Vi Xi
N
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Solve for Slope (continued)

Z-X/Y/—(M)
o+ (L)

by =

Ratio of the sum of the crossproducts of x and y over the sum of squares
for x
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